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CSI Compression and Recovery by Exploiting Sparsity

Sparse transform: (3)

(4)

AE-based CSI feedback:  CSI = Image? 

CSI Compression and DNN:
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Architecture Summary

� Encoder (UE):  Q(q)

� Decoder (gNB): Q(q)  H

e.g., CsiNet [Wen  et al. 2018]

Challenges:

[C1]: Outdoor CSI Recovery Accuracy

[C2]: Limited Pilot Resource

[C3]: High complexity & model size 

[C4]: Cost of model retraining (mobility)

[C5]: Inflexible size & compression ratio

Our Contributions

[R1] FDD-reciprocity Aided DNN Recovery: C1

[R2] FDD-reciprocity Aided Pilot Reduction: C2

[R3] Temporal Correlation Aided DNN Recovery : C1

[R4] Low-complexity, scalable encoder: C3, C5

[R5] Training-free & model-driven light models: C4 

FDD-reciprocity Aided DNN Recovery (C1):

DualNet [2019], DualNet-MP [2021]
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Fading CSI under Mobility (C1):

Markovian model

Encode Conditional CSI entropy

CsiNet-LSTM 

[Wang et al, 2019]:

Markovnet

[2021]:

Low-complexity, scalable encoder (lightweight)

(C3, C5):
Problems of existing CSI feedback

� Model size Nb
2

� Scalability: fixed input size & compression ratio

SCEnet [2023]: scalable, light-weight CSI feedback:
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Abbreviations:

� MIMO: Massive Input Massive Output

� CSI: Channel State Information

� FDD: Frequency-Division Duplexing

� UE: User Equipment

� DL: Downlink

� UL: Uplink

� DNN: Deep Neural Network

� AE: Autoencoder

Downlink signal and CSI in massive MIMO at k-th

RB: 𝐻 + (1)

 (2)

Excessive pilots and UE feedback overhead for DL 

CSI acquisition at gNB: Need feedback/recovery. 

Massive MIMO and CSI Feedback in FDD

High capacity

Strong robustness

Reduced latency

Higher efficiency

Leveraging FDD reciprocity (C1): 

TDD: 𝑈𝐿
 
= 𝐷𝐿

CSI reciprocity in FDD? Multipaths/scatters lead to

angular and delay reciprocity between 𝑈𝐿
 
and 𝐷𝐿

FDD: 𝑈𝐿
 
✘= 𝐷𝐿

Evidence of FDD “mag” reciprocity 

BSdaulNet [2023], FDD reciprocity aided pilot precoding:

FDD-reciprocity Aided Pilot Reduction (C2):
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Training-free & model-driven light models (C4):

Switch ZR [2023]: scalable, non-training CSI feedback

Additional problems of existing CSI feedback

� Sensitive to CSI delay profile

� Cost of model retraining 

� Overkill using large model 

A low-complexity training-free generic encoding

� depends on its delay sparsity & 

� irrelevant to its delay profile

Ĥt  E{Ht | Ht1} (Ht1)
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